Cross validation:

Step-1: You will split the data into training and testing – 2 data sets in simple

Step-2: You build the model on training and test the model performance in test data (which is unseen data)

Step-3: You will verify the model accuracy in both training and testing.

* First you try to improve the model performance in train set by changing the model parameters.
* When you have achieved a decent accuracy in training, you will move the model to the test data for predictions.
* Now check the model accuracy in test data. If the model accuracy doesn’t match the training accuracy, then change the model (build a new model in train set by changing parameters…until train and test accuracies match ~ approximately same)
* You can also perform K-fold validation or split the data into 60-20-20 (train, test, validation datasets)
* While testing the model in test dataset you create a confusion matrix and check metrics like **Accuracy, Precision, Recall, F1 Score and Support.**

|  |  |  |
| --- | --- | --- |
|  | **Predicted** |  |
|  |  | **Positive** | **Negative** |
| **Observed** | **Positive** | TP (# of TPs) | FN (# of FNs) |
|  | **Negative** | FP (# of FPs) | TN (# of TNs) |

1. **TN / True Negative:**  case was negative and predicted negative
2. **TP / True Positive:**  case was positive and predicted positive
3. **FN / False Negative:**  case was positive but predicted negative
4. **FP / False Positive:**  case was negative but predicted positive

**Accuracy:**

Accuracy (ACC) is calculated as the number of all correct predictions divided by the total number of the dataset.

![\mathrm{ACC = \displaystyle \frac{TP +TN}{TP + TN + FN + FP} = \frac{TP + TN}{P + N}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAS4AAAAkBAMAAADFgsqiAAAAMFBMVEX///8zMzPIyMigoKB2dnZOTk6RkZHj4+O7u7vy8vJbW1utra3W1tZpaWk/Pz+EhITXzmZvAAAACXBIWXMAAA7EAAAOxAGVKw4bAAADuElEQVRYCcWXP0wUQRjFn4B3HMeJFkJMFGnVxkbtzGHWyuYKQmPhEi6XWAGJjY1cZ2zMobH2byh1O60MxsLExkpjbCAmEq04LLXxm/lmdnf+3LlDILcJczdvvnnzY3Zvsg8IvsqnWseXXpZ3t5eu5OaufFmY/7O1+gPYfZaT/V/3wcI1Hj+PdYyg1sWjRIyOypL3GItRx+UYJXeKrdgWaIuKIAvbkjiWiasquIa3xOiELLkruBK8maKh/162BbpiSpCFuwbtzzqGOsRVPSFGmastuM4g+VaIy7JgriALl4uUdfojrlJDjDIXBBeQrCQF9osKDQvmCrUgF+tSpnc2hG5yDf8K4mILk6uohQVFXcn1/OJNOWJyYS6AS1uYXEUtenDVpR5FV6NI/i75PuLdObfeo8h/jS1GomguuiZqwixc15ypfR8xcd2t9yiGhbVfBS1cV8PUuo8VOloLXIaFxVXQwl3lBkm1utI112FxCMXAfaX3/zAsNJdhMXReOLQW27Fu+zsCzem/KC9sd7hOcZVmdxLcOt1Jf599XUwLxWVajDTI4eMMPjVU29fQHSy5UrASe2aUpkj8DlQbqvXUDEK6R4+gPLmfcDsIBt+ayQXgiHxmufXVDECrzKxtYE0++9wOgMG35ChqscVFB3DEB7Bvwt61IN9Sq7nF91G1uXUPHdu/62iQL/AAlZP83CfyuU9y8wf5lTg2gZ9Apa1aBO13AHuQbxd4K8/Vh7oNWOngSs9OYujpV2BpUdxAbg9utX1yDshTlNtas7Gd01anW81JO9JpOFu3J+s699POU/5IxupYF5VuLqe1pd0r4HEW6awVKCJw1OOclptsFdpdO0/xq4Odp1ilRYycRl266CeVi3SWP03hqKfeJ4qFPDIpFsk0V7mzkctpmuv2uNgvjnQul9K5uFjIYxP5Xtk/kmmu6nI+p2mu17lI53Jx1FP7VTjkkY/i6hfJFNf8rOBKQxZzfW7SWxTtl8pjJlimc3E22azz9SSXzlNMkOYWFcn0fg0LrjRk8VKbuERcer61QKYrrnSyVejpSq66HPBHMq3WuuOSS+Y0Otk5em3iQy4KWP419k2Lk6Ihj3xyXL0imd4vsWqS5jS9XySq9cW4cWW63q/iCa0fl8pTJpcOWXvi0pMNfG/HyFNMABh5SgWgsbqYH6c5jbleCDHbF9HLrkzn4jidnNX0+GbmKcVl5inmKu/uzCCf0+RSq9O/kYt05iJZ1ONzonDIM22oV3IUIfjV2FvbQ3SK/wE/6Gz3tcYwuwAAAABJRU5ErkJggg==)

**2. What percent of positive predictions were correct?**

How many of the positively classified were relevant. A test can cheat and maximize this by only returning positive on one result it’s most confident in.

**Precision (Positive predictive value):**

Precision (PREC) is calculated as the number of correct positive predictions divided by the total number of positive predictions

The best precision is 1.0, whereas the worst is 0.0

**3. What percent of the positive cases did you catch?**

How good a test is at detecting the positives. A test can cheat and maximize this by always returning “positive”.

**Recall (Sensitivity or True positive rate):**

Recall (REC) is calculated as the number of correct positive predictions divided by the total number of positives. It is also called Sensitivity (SN) or true positive rate (TPR).

recall = tp / t = tp / (tp + fn) The best sensitivity is 1.0, whereas the worst is 0.0

1. **Specificity –** how good a test is at avoiding false alarms? A test can cheat and maximize this by always returning “negative”.

**F-score is a harmonic mean of precision and recall.**![\mathrm{F_{\beta} = \displaystyle \frac{(1 + \beta^2) (PREC \cdot REC)}{(\beta^2 \cdot PREC + REC)}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAM0AAAAoBAMAAACvG2NrAAAAMFBMVEX///8zMzPj4+OEhIQ/Pz+RkZF2dnZbW1vy8vJpaWmtra3W1tZOTk6goKDIyMi7u7s6XXgEAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEf0lEQVRYCbVXW4gbVRj+zG52k0wzs9UVBG8p8cFalPRBUFZaRRaf1GjI4kMLEWRZipRQoW9KRN+0GtgHUVYcBB+8LEYL3h4kCPU5Cr70Qcc+lCrWDtsWZB+K339mzmQuZ9JE6g9zLt/5//87Z+acky+A2c6Z4E8OwyVu10yDEzA3d6wwMgxZ/k29+4nLM5PlB8xx1p10LqexZ1CsAY3CwdXWcdTvaLcGqC+3154Aiu3fiqF/Fpcgs12E3eoGQ35QOZdG6L2OQgP2COUG3nSxicLdwEtAGdYrsB7RqTI4g3LsIcAJeUKff3AYOA70MdcTnuqj5MEWpKxg3gM+07myeF8PpethmseqkaTqASvYwwU0ULlNGN4Rnjes3hEmWNRJsviKHkrVBU4guZ4KrAauWQNsY7/iKQ7JYP8gPNeAx5lAfx8Dvp3Kr7vMmeJxvn0Y1vJjwGWcVjz3DPDuLmeOrbW7ULpTR0qdxS/Hh2NtJ8NzAVVfOZwnE8ov//KcrKQ8CtaT5Mni52O5482IZ2F9/cf1Yxzy4XSUR8Cj2nxvS8LzAAby3sS+kiKL5/HI2Ul+Hx/VpuTAVTCozHHJZ90uJeDKPqjwudJjkcWvEjVZZh+UfCwOlGewDzrSDs4JeWxv3gfeVuNGPG8foMvp8RFrSOG4+Ehq4JDsX70erNpyThdrPKelUeCgVpjCD0HdG7dqj6jegHXkFld1A57v//SCwT4WeoVnVnvAqeUR/vhc7h1uw+KDZ4NxI97nGOfzmnaJ6t2ohaY0Hd3nFcK1zWjq3uH7lS+YtIVkFwd0X67Eju5MW6t7dBP3WpkAy01Cvu7ex8Z3ujNtLUHcNR8a/HcMmEAuH6fGYhZzxXlr7eZZYv6z7yZ+1rHrYq7u3eB6E18y46VP42n33mhbUqdKpEU9zvN/tLmvZWf/yjL93oyiZ6Y5xE7MSQl8q9XIxhtFT9ZtEjJOUV/m5YMLoCJI21wIULYpmyxz6FI4eKa9wnK1/UIXaB/1m3g2zBFWPjaSgPQu8qHMEdkmXfUzmidzgouJumEfb3a+mz6+9nB6iNRnb5b6Qap4KUukzBHZFsATZE6wdjqUh6JSeJ6f4ldnO54QpbPbvQSgOkPAEplD2RYYE+TJnDFPlzylwTdFRvPnZS6cYpDADqpkKT92SuaIbFNGHoYbZU7E81eNPI6HeS6Kd31lFMaqKrr246ASPZQ5qHohTJ48mRPyfPAx05fPPO/h1YBAlMZ1TFyUzBHZpmyCzInW8z55ZD0hj925Dgu3GnlE5ijZppRMWQVl5QwP+IvqYuSCfxeegmep92b6N5DhlalEMgdXekwQ8mRkDhCt54sBefhhi0PIrnOarCYb98FY5ihXzSN/E3hdxWVOxLPPVzx/42lIeHIfmAm7cCKZk+AxyJyIZ77pLXI9J+ScnuI6PXPuOLoBJ5I5gk+SOYqn9NOTsN/bkXtnCWgddfmq4wlz2rtjmZPjMYaL42aiVU/0zJ2FscwxO0yBpu5RY4Tl+kZ8BrDgTuO8M43TRJ+KHv0Xw5tNUU11PPgAAAAASUVORK5CYII=) **(Less used)**